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Abstract: Humphreys and Forde argue that semantic memory is divided
into separate substores for different kinds of information. However, the
neuro-imaging results cited in support of this view are inconsistent and of-
ten methodologically and statistically unreliable. Our own data indicate no
regional specialisation as a function of semantic category or domain and
support instead a distributed unitary account.

Humphreys & Forde’s (H&F’s)Hierarchical Interactive Theory
(HIT) of object recognition makes important claims about the or-
ganisation and processing of semantic knowledge. In this com-

mentary, we concentrate on two main issues: (1) the authors’ in-
terpretation of the neuro-imaging data as support for their claim
that semantic knowledge is divided into separate stores and that
there is top-down activation of visual information in naming, and
(2) the relation between the organisation of semantic knowledge
and the internal structure of concepts.

H&F suggest that “the concept of a semantic system in any uni-
tary sense may be one of the victims of an attempt to define the
nature of our stored knowledge in more detail” (p. 6). They argue
for multiple substores, concentrating on the separation between
stored structural descriptions and “stored functional and inter-
object association information.” Much of the motivation here
comes from the analysis of the neuroimaging literature (see sect.
5.1) where H&F interpret existing studies as supporting the claim
for anatomical differences in the representation of different cate-
gories or types of knowledge. However, close inspection of the
neuroimaging data suggests a more complex and less coherent pic-
ture than is implied in their review. Instead of a consistent set of
regions being activated in response to either living or nonliving
things, across studies many different regions are activated. For ex-
ample, Perani et al. (1995) report activation in the left fusiform
and the left lingual gyrus for natural kind concepts. None of these
regions overlap with those activated in Mummery et al. (1996)
which reports activation in the left anterior temporal pole, right
anterior temporal pole and right inferior parietal lobe. This dis-
crepancy is typical across the board, with perhaps the exception of
the left posterior middle temporal gyrus which has been activated
in a number of studies in response to tools (Damasio et al. 1996;
Martin et al. 1996). However, even this region is not robustly ac-
tivated within individual studies.

This general lack of consensus across studies is due to many fac-
tors, some methodological and some statistical. H&F acknowl-
edge that some differences may “reflect variations in scanning
procedures or in the task requirements.” We believe that the prob-
lems are even more wide-ranging than this, and warrant greater
caution in the interpretation of results. For example, sets of stim-
uli are not always controlled for factors such as familiarity, image-
ability, and letter length (for words) and visual complexity or struc-
tural similarity (for pictures) although these variables can generate
spurious differences (e.g., Funnell & Sheridan 1992). Problems
also arise because in many studies statistical maps are not cor-
rected for multiple comparisons between voxels. Using uncor-
rected alpha levels over large numbers of contrasts increases the
probability of obtaining a high proportion of false positives. Thus,
many of the reported significant activations may, in fact, be false
positives. Indeed, some studies include little statistical support for
apparent differential activations. Chao et al. (1999) for example,
do not report full statistical information, such as z scores and their
accompanying significance values (nor do they correct for multi-
ple contrasts), yet H&F interpret their finding of lateral fusiform
activation for questions about living things as strong support for
their claim that specific forms of knowledge are drawn on to dif-
ferent degrees when accessing knowledge about living and non-
living things.

When we try to avoid these problems by controlling for nuisance
variables and correcting for multiple statistical comparisons, we find
that there is no neural specialisation as a function of category or do-
main of knowledge (Devlin et al., in press; Tyler & Tovares, in
press). In three PET studies using different tasks (lexical decision
and semantic categorisation) we found an extensive network in L
fronto-temporal regions which was reliably activated for semantic
processing of words and pictures. However, there were no domain
or category effects in either study. We only found differences be-
tween natural kinds and artefacts at an uncorrected level of signifi-
cance and these activations were generally inconsistent across the
experiments.

H&F also rely on neuroimaging results to support the idea of
re-entrant activation of visual information in the naming task.
Their argument is as follows: (1) left inferior and posterior tem-
poral lobes are more involved in object naming than in naming the
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colours of non-objects (Price et al. 1996), (2) if inferior and pos-
terior temporal regions are linked to stored visual knowledge, then
this shows that naming known objects involves extra recruitment
of visual knowledge over and above simply recognising those ob-
jects (i.e., re-entrant activation). The basis for assuming that these
regions are linked to stored visual knowledge is that they are acti-
vated to a greater extent for animals than tools. However, as we
have argued above, the support for this claim is inconsistent at
best. Moreover, even if these regions are more activated for ani-
mals than tools, it seems circular to assume that this is because of
the greater demand on visual processing for these concepts. Thus,
although we agree that interaction among the different stages of
the hierarchy may be more plausible than the strictly feed-forward
cascade model, the specific support cited for this claim is not clear
cut.

Thus, the neuroimaging data do not provide compelling sup-
port for neural specialisation as a function of either category or do-
main. Indeed, they appear to be more compatible with the kind of
distributed account of conceptual knowledge which we have been
developing (Durrant-Peatfield et al. 1997; Tyler & Moss, in press;
Tyler et al. 2000). In this account, concepts are represented as sets
of overlapping features — some distinctive and some shared across
concepts. Frequently co-occurring features (has-legs, has-ears)
support each other and are thus more resistant to damage. Since
their distribution differs across categories, some categories are
more susceptible to semantic damage than others, leading to
category-specific semantic impairments (Moss & Tyler 2000;
Tyler et al. 2000). On this account, there is no anatomical differ-
entiation by semantic content. Concepts are represented in a dis-
tributed neural system including frontal, temporal, parietal, and
occipital regions. The components of this highly interactive sys-
tem will be more or less involved, depending on a number of fac-
tors — the nature of the input, specific task, and the additional non-
linguistic cognitive demands required.

This leads to our second point. H&F discuss our account of con-
ceptual structure, and agree that “the differences between shared
and distinctive features and the degree to which these features
correlated with the function of the object are likely to be impor-
tant contributing factors in category-specific deficits.” We ac-
knowledge that such models need to be elaborated further and set
within a framework for object recognition (and language compre-
hension). In fact, we have always assumed (implicitly, at least) that
there is a structural description system (or some form of low-level
object processing) necessary for object recognition. We differ
from H&F in assuming that perceptual properties of objects are
not only represented at this level — in a modality specific store of
“templates” for object recognition — but that they are also repre-
sented along with other kinds of semantic property within a dis-
tributed semantic system. One reason for this is that structural
descriptions seem to consist of only a subset of the perceptual
properties of an object — essentially its shape — leaving other per-
ceptual properties such as colour, size, surface texture, and pat-
tern unaccounted for. Second, how are correlations among the
perceptual and functional properties of objects captured if these
properties are stored independently in modular subsystems?
H&F appear to be in agreement with an approach that empha-
sises the internal structure of concepts — yet it is not clear how they
are proposing these inter-feature relations are to be instantiated
across the different information stores.

Thus, while disagreeing with some of their conclusions, we sup-
port H&F’s efforts in laying the groundwork for a thorough dis-
cussion of the issues involved in constructing a cognitive and
neural account of object recognition.
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